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Appendix A: Newton equation

To derive the equation of motion, we employ the Lagrange
formalism. For two uncoupled physical pendula the Lan-
grangian reads [1]

Lk =
1
2

Jkϕ̇
2
k + Jkω

2
k cosϕk, (A1)

where k = 1,2 labels the two so-far uncoupled pendula and the
deflection angles ϕk are zero for vertically hanging pendula
described by their moments of inertia Jk. In the second term,
which is the negative potential energy, we have already made
use of the fact that the eigenfrequency reads ω2

k = gM(lc)k/Jk,
with the gravity acceleration g, the mass M, which is equal
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Figure S1. Sketch (a) and photograph (b) of the pendula, which are
coupled by cubic neodymium magnets. The sketch visualizes the
geometry of the pendula, the orientations of the magnets as well as
the angles and lengths used in the derivation of the interaction poten-
tial. The two lower magnets with magnetizations ~m1 and ~m2 (with
|~m1|= |~m2|) are attached at the end of the pendula to motors, which
are encapsulated together with batteries and a circuit board by half
transparent polethylene cylinders.The upper magnets, which have an
approximately four times smaller magnetization, can be horizontally
moved within the red ceramic cylinders in order to adjust their dis-
tance independently from the distance L between the pivots. With
their magnetizations put parallel and in line they attract each other.
Brass nuts attached to the cylinders have the purpose of balancing
the weights of the magnets such that the center of masses stay within
the pendulum rods. The 2.1 kg heavy brass weights above the mo-
tors can be vertically moved to tune the pendula’s eigenfrequencies.
The line scan camera in the background stroboscopically monitors
the horizontal position of both pendula as a function of time using
narrow reflectors (not seen).

for both pendula, and the distance (lc)k between the pivot and
the center of mass of each pendulum. Note, that up to Eq.
(A15), ϕk denotes the deflection angles in the lab frame with
the vertical direction as reference.

1. Coupling by magnets

The two pendula are coupled by either one or two pairs of
permanent neodymium magnets as sketched in Fig. S1(a) for
the case of one pair of magnets. The cubical magnets can be
seen in the photograph in Fig. S1(b). Two large magnets with
28 mm edge lengths are fixed to the end of each rod and can
be rotated by battery driven motors. Two smaller magnets are
positioned inside the red cylinders 0.513 m above. All magnet
cubes are magnetized along their horizontal four-fold axes,
which at all times remain fixed within the oscillation plane
with the excumption of one of the lower magnets optionally
rotated around the rod it is attached to.

With the origin set to the pivot of the left pendulum (k = 1),
the magnets have positions

~r1 =




l sinϕ1
−l cosϕ1

0


 , ~r2 =




L+ l sinϕ2
−l cosϕ2

0


 , (A2)

where L is the horizontal distance between the pivots of the
pendula, and l is the distance between magnet and pivot,
which is equal for both pendula. Their magnetic dipole mo-
ments of identical magnitude m are oriented as

~m1 = m




cosϕ1
sinϕ1

0


 , ~m2 = m




cosϕ2 cos(Ωt)
sinϕ2 cos(Ωt)

sin(Ωt)


 , (A3)

valid for large enough L as is the case in all our experiments.
The magnetic dipole-dipole coupling energy is [2]

U12 =
µ0

4πR3 [~m1 ·~m2−3(~m1 ·~eR)(~m2 ·~eR)] , (A4)

where R~eR = ~R ≡~r2 −~r1. To express this in terms of our
dynamical variables ϕk, we insert the vectors in Eqs. (A2) and
(A3) and obtain the potential energy of the coupling to read
U12 = V12 cos(Ωt), where

V12 =
µ0m2

4πR3 [cos(ϕ1−ϕ2)−3cos(ϕ1−ψ)cos(ϕ2−ψ)] .

(A5)
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Length and orientation of ~R follow from straightforward geo-
metric considerations and read

R =
√

(L+ l sinϕ2− l sinϕ1)2 +(l cosϕ2− l cosϕ1)2,

ψ = arctan
(

cosϕ1− cosϕ2

L/l− sinϕ1 + sinϕ2

)
, (A6)

where ψ is the angle between the x-axis and ~R, cf. Fig. S1. In
some of our experiments, we use two pairs of magnets, i.e.,
a lower pair connected to the ends of the rods and an upper
pair with a variable horizontal distance shifted upwards along
the rods. Consequently, we introduce the respective distances
ll (replacing l) and lu between pivots and lower versus up-
per magnets. Hereby, ll− lu exceeds the horizontal distance
L roughly by a factor two, such that we can neglect the in-
teraction between the upper and the lower magnets and con-
sider two separate dipole-dipole couplings. The upper mag-
nets orientations are fixed, such that their magnetizations are
perpendicular to the respective rods, remain in the x-y plane
and attract each other. In contrast, one of the lower magnets
is rotated such that

U12 = V u
12 +V l

12 cos(Ωt). (A7)

The equations of motion follow readily from the Lagrange
equation [1]

d
dt

∂L

∂ ϕ̇k
=

∂L

∂ϕk
. (A8)

For the full Lagrangian, L = L1 +L2−U12, they become

Jkϕ̈k + Jkω
2
k sinϕk =−

∂U12

∂ϕk
, k = 1,2. (A9)

The derivative of the interaction potential is straightforward
to calculate but results in a bulky expression, whose explicit
form is not needed for our discussion. Equations (A9) can be
integrated numerically to obtain a full solution of the pendula
dynamics which considers all nonlinearities.

2. Linearization and quasistatic solution

The mapping of Newton’s equation of motion to a
Schrödinger equation requires a bilinear Lagrangian, as will
become clear in Sec. B below. In our experiment, the deflec-
tion angles are rather small, |ϕk|. 1◦, such that already a lin-
earized version of the equation of motion provides a faithful
description. We will perform this linearization by an expan-
sion for the Lagrangian up to second order in ϕk. Then the
Lagrangian of the uncoupled pendula, Eq. (A1), takes the bi-
linear form Lk = Jk(ϕ̇

2
k −ω2

k ϕ2)/2, where we have omitted
an irrelevant constant term. The expansion of the interaction
term (A5) requires more effort, because the ϕk appear in both
the numerator and the denominator.

Closer inspection of the expressions, however, reveals that
the ϕk-dependence of the numerator is much weaker than that

of the denominator, given by R−3(ϕk), see Eq. (A6). The dif-
ference stems from the numerical pre-factors of the second-
order terms of the Taylor expansions of (1− x)−3 and cos(x),
which are 12 and 1/2, respectively. Moreover, in R the ϕk
are weighted by a factor l/L, which for our experiment is
∼ 4. This leads to the conclusion that the numerator is re-
sponsible for only ∼ 1% of the curvature of U12. Hence, we
neglect the higher order terms of the numerator and approxi-
mate cos(ϕ1−ϕ2)−3cos(ϕ1−ψ)cos(ϕ2−ψ) ' −2. How-
ever, we do consider the terms stemming from the expansion
of the denominator,

R−3 = [L− lϕ1 + lϕ2 +O(ϕ4)]−3

' L−3 (1+3α +6α
2 +10α

3) (A10)

with α = (ϕ1 − ϕ2)l/L. Inserting the relevant terms up to
second order into Eq. (A5) yields the Langrangian of the lin-
earized problem

L = ∑
k=1,2

Jk

2
(ϕ̇2

k −ω
2
k ϕ

2
k )+ F̃(ϕ1−ϕ2)+

G̃
2
(ϕ1−ϕ2)

2.

(A11)
For our two pairs of magnets, where one of the lower magnets
is rotating, the energies G̃ and F̃ take the form

G̃(t) = Gu +Gl cos(Ωt),

F̃(t) =
Lu

4lu
Gu +

L
4ll

Gl cos(Ωt),
(A12)

where the tilde indicates parameters stemming from second-
order Taylor expansion of the Lagrangian. Equation (A12)
neglects the time-dependent equilibrium positions of the pen-
dula, which we will take into account as a correction below.
The coefficients in Eq. (A12), which quantify the interaction
energies are determined by U12 and read

Gu =
6µ0m2

ul2
u

πL5
u

,

Gl =
6µ0m2

l l2
l

πL5 ,

(A13)

where Lu is the distance between the upper magnets at ϕ1 =
ϕ2 = 0. Lu is varied between experiments and Lu = ∞ corre-
sponds to the case without upper magnets.

To bring L into a bilinear form, we transform the coordi-
nates such that the linear term F̃(ϕ1−ϕ2) on the right-hand
side of Eq. (A11) vanishes. This can be achieved by intro-
ducing coordinates relative to the potential minimum which is
located at

ϕ
qs
1 (t) =

J2ω2
2 F̃(t)

J1J2ω2
1 ω2

2 − G̃(t)(J1ω2
1 + J2ω2

2 )
,

ϕ
qs
2 (t) = − J1ω2

1 F̃(t)
J1J2ω2

1 ω2
2 − G̃(t)(J1ω2

1 + J2ω2
2 )

,

(A14)

where the superscript “qs” refers to the quasistatic solution.
The adiabatic equilibrium positions ϕ

qs
k implicitly depend on

the center-of-mass coordinates since Jkω2
k = Mg(lc)k.



3

Our driving frequency is much smaller than the resonance
frequencies of the two pendula, Ω/ω0 . 0.01, where ω0 =
(ω1 +ω2)/2. Hence, within an adiabatic approximation, Eq.
(A14) describes the steady-state solution of the coupled pen-
dula driven by the rotation of one of the magnets. Henceforth,
we use ϕ

qs
k (t) as reference point, which is achieved by the

transformation

ϕk→ ϕ
lab
k = ϕk +ϕ

qs
k (t) . (A15)

Moreover, we neglect within an adiabatic approximation the
time derivatives of ϕ

qs
k (t) which removes the linear term in

Eq. (A11) and results in the desired intended bilinear La-
grangian.

By applying the transformation (A15) the corresponding
equation of motion becomes not only of first order and lin-
ear, but also homogeneous. Accordingly, it assumes the form
of a Schrödinger equation. However, the coordinates ϕk are
no longer in the lab frame. Instead, they are the deflection an-
gles with respect to the time-dependent quasistatic solution in
Eq. (A14).

3. Dynamic potential curvature

The price for separating ϕk from the time dependence of
the equilibrium positions of the pendula is that for the new
coordinates the interaction becomes time dependent even for
constant ϕ1 and ϕ2. In a hand-waving picture, while one mag-
net is rotating the equilibrium distance between the magnets
is smaller whenever the interaction is attractive as compared
to the case of repulsive interaction. As a result, the interaction
itself is accordingly modulated for any values of ϕ1 and ϕ2.
We will now quantify this correction.

So far, we have linearized the equation of motion by per-
forming a Taylor expansion of the interaction potential at the
pivot distance L. However, after the transformation (A15), the
potential curvature at ϕ1 = ϕ2 is no longer given by the energy
G̃(t) in Eq. (A12), but by the corresponding Taylor coefficient
evaluated at L− luδϕqs(t) for Gu and L− llδϕqs(t) for Gl.
This can be captured by the approximate correction

G̃(t)→ G(t) = Gu

[
1− lu

Lu
δϕ

qs(t)
]−5

+Gl cos(Ωt)
[
1− ll

L
δϕ

qs(t)
]−5

.

(A16)

Clearly, the interaction term acquires a further time depen-
dence via δϕqs(t) ≡ ϕ

qs
1 (t)−ϕ

qs
2 (t) in addition to the mod-

ulation expressed in Eq. (A12). The explicit dependence of
G(t) on δϕqs(t) results in an asymmetry between the times of
attractive versus repulsive magnetic force even without upper
magnets.

To see the consequences of this correction, we restrict our-
selves to weak asymmetries such that the pendulum frequen-
cies and moments of inertia can be replaced by their average
values ω0 and J0 = (J1 +J2)/2. Then we arrive at the approx-
imation

ϕ
qs
1 (t) =

F̃(t)
ω2

0 J0−2G̃(t)
=−ϕ

qs
2 (t), (A17)

which allows the numerical evaluation of the effective poten-
tial curvatures using Eq. (A16).

To make analytical progress, we restrict ourselves to the
case in which only the rotating lower magnets are present,
while Gu = 0 = Fu. Our aim is to show that, in consistency
with the experimental observation, nevertheless the effective
potential curvature has a non-vanishing mean value. In do-
ing so, we keep only corrections to lowest order in G(t) and,
hence, in δϕqs(t) such that the effective potential curvature
becomes

G(t)' Gl cos(Ωt)
[
1+

5
2

Gl cos(Ωt)
ω2

0 J0

]

= Gl cos(Ωt)+
5G2

l

4ω2
0 J0

[1+ cos(2Ωt)].
(A18)

The first term describes the modulation of the interaction by
the rotating magnet in accordance to Eq. (A12). The second
constant term describes the average increase of the interaction
related to the fact that the dipole-dipole interaction is more en-
hanced during attraction than reduced during repulsion. The
third term describes a second harmonic modulation in Ω. The
latter merely distorts the shape of the driving and can be ne-
glected on the level of agreement we are aiming at.

Let us emphasize that the derivation of the correction (A16)
relies on the assumption that the nonlinear ϕk dependence
of the interaction U12 can be captured by a time-dependent
quadratic term. While this reasoning naturally has limitations,
it clearly reveals that the varying potential curvature causes an
effective constant interaction term, even in the absence of the
upper magnets. It explains the observed dependences ε0(L)
and A(L) without upper magnets, cf. the red line in Fig. 4b of
the main article or Fig. S7 below.

Appendix B: Schrödinger-like equation

Next, we bring the linearized equation of motion of our sys-
tem to the form of a Schrödinger equation that describes the
time-dependent amplitude of the fast oscillations of each pen-
dulum with approximately the average frequency ω0 = (ω1 +
ω2)/2. The pedestrians way [3–5] starts from the linearized
classical equation of motion which is of second order. To ob-
tain a differential equation of first order, one employs for the
deflection angles the complex ansatz ϕk = ℜe−iω0tΨk + c.c.,
k = 1,2, where Ψk is a slowly varying amplitude. Within a
rotating-wave approximation, one then neglects the second-
order derivatives of Ψk and all terms that oscillate with the
angular frequency ω0.

Here we pursue a more elegant alternative by performing
these steps within the Lagrange formalism. Accordingly, our
goal is to transform Eq. (A11) such that it assumes the form
of the Lagrangian of the Schrödinger equation ih̄∂tΨ = HΨ,
which reads

LSchr = ih̄Ψ†
∂tΨ−Ψ†HΨ, (B1)

where Ψ and H denote the probability amplitudes and the
Hamiltonian in vector-matrix notation. Alternatively, one
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may use the symmetrized form of the Lagrangian, LSchr =
ih̄(Ψ†∂tΨ−Ψ∂tΨ†)/2−Ψ†HΨ, which differs from Eq. (B1)
by an irrelevant total time derivative. Its relation to the
Schrödinger equation follows readily from the Langrange
equation

d
dt

∂L

∂ Ψ̇∗k
=

∂L

∂Ψ∗k
. (B2)

The fact that LSchr is bilinear, makes it obvious that it was
indispensable to remove the term of Eq. (A11) linear in ϕk via
the transformation (A15) and to avoid explicit terms of higher
order.

Let us stress that the resulting equation still describes
classical mechanics and, despite its form, does not consti-
tute a quantization. In particular, the quantum mechanical
energy-frequency relation given by Planck’s constant does not
hold. Technically, this is not a problem as long as we use a
Schrödinger equation in the dimensions of frequency. If we
assume h̄ = 1, it is identical to the usual quantum version of
the Schrödinger equation in units of frequency.

1. Hamiltonian and conservation law

Like in the standard approach, we assume that the aver-
age pendulum frequency ω0 is much larger than all other fre-
quency scales, which suggests an ansatz with a rapid oscilla-
tion and a slowly varying amplitude. To be specific, we define

ϕk(t) = Ψk(t)e−iω0t + c.c., (B3)

where Ψk is generally complex. While inserting this ansatz
into Eq. (A11), we keep only terms that are at least of order
ω0. (The ansatz is constructed such that terms ∝ ω2

0 cancel
each other.) Moreover, we neglect within a rotating-wave ap-
proximation all terms that contain the phase factor e±iω0t .

In the resulting expression, the remaining part of the first
term of L in Eq. (A11) becomes 2iω0JkΨk∂tΨk. It is still
not of the desired form, because its pre-factor still depends
via the moment of inertia on the mode index k. To reach the
form of a Schrödinger equation, one needs pre-factors inde-
pendent of the mode index k, e.g., by re-scaling the ampli-
tude with a factor J−1/2

k . This however would no longer al-
low the intuitive interpretation of the Ψ± defined below as in-
phase and out-of-phase modes. To nevertheless get rid of the
k-dependence of the pre-factors, we replace the Jk by their av-
erage J0 = (J1+J2)/2. This is a reasonable approximation for
most of our experiments, as they fulfill |J1− J2| � (J1 + J2).
Finally, for convenience we divide by 2ω0J0 (which has no
consequence for the equations of motion) to obtain a La-
grangian with dimension frequency

L = i∑
k

Ψ∗kΨ̇k−
∆
2
(|Ψ1|2−|Ψ2|2)+

ε

2
|Ψ1−Ψ2|2, (B4)

where we have introduced the frequency difference

∆ = ω1−ω2 (B5)

and the time dependent coupling (in units of frequency)

ε(t) =
G(t)
ω0J0

. (B6)

Comparison with Eq. (B1) demonstrates that the Lagrangian
in Eq. (B4) corresponds to a Schrödinger equation of a two-
level-system (TLS) with the Hamiltonian

H =
1
2

(
∆− ε(t) ε(t)

ε(t) −∆− ε(t)

)
(B7)

in units of frequency with h̄ = 1.
The U(1) symmetry of the Lagrangian (B4) together with

Noether’s theorem immediately provides the conservation of
N ≡ |Ψ+|2 + |Ψ−|2. Then the energy E = T +U of the pen-
dula obeys the proportionality

E = ω
2
0 N +2ω0〈H〉. (B8)

It is dominated by the constant term ω2
0 N, while the expec-

tation value 〈H〉 represents a small, generally time-dependent
correction to the energy of the driven coupled pendula. Be-
cause of the driving, normalization of the wave function cor-
responds to a merely approximate energy conservation of the
pendula motion.

2. Basis transformation

The preferential basis in most works on quantum dots is
the one formed by localized states. Then ac voltages ap-
plied via plunger gates appear in the Hamiltonian as time-
dependent diagonal elements. To establish a closer connec-
tion to these systems, we introduce the in-phase and out-of-
phase mode ϕ± = ϕ1±ϕ2 and the corresponding envelopes
Ψ± = Ψ1±Ψ2. This corresponds to a unitary transforma-
tion with S = (σx +σz)/

√
2, which formally interchanges the

Pauli matrices σx and σz. With H → SHS† our Schrödinger
equation takes the form

i
d
dt

(
Ψ+

Ψ−

)
=

(
0 ∆/2

∆/2 −ε(t)

)(
Ψ+

Ψ−

)
, (B9)

which represents the basis of the analogy between the pendula
and the quantum mechanical two-level system.

3. Duality and limitations

We have chosen the diabatic basis spanned by the in-phase
and out-of-phase modes. The corresponding delocalized basis
for the Hamiltonian in Eq. (B9) corresponds to a localized
basis usually employed for LZSM physics with a qubit, e.g.,
the one defined by the localized electron states in a double
quantum dot [6]. In Table I in the main article we present
the cross relation between the localized and delocalized bases
corresponding to mapping our coupled pendula to a double
dot qubit.
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An interesting point arises from the fact that we modulate
the coupling between the pendula while in qubits usually the
detuning between localized states is modulated. The conse-
quence is a duality between the terms “detuning” and “cou-
pling” in Table I in the main article: The coupling of the pen-
dula by the magnetic interaction corresponds to the detuning
of the quantum dot levels, while the detuning of the pendulum
frequencies corresponds to the tunnel coupling.

The mapping to a Schrödinger equation relies on
the slowly-varying envelope approximation which requires
∆,ε � ω0. While usually the case, for our smallest pivot
distance, L = 208nm, this is fulfilled only marginally as we
find |ε|-values up to 1s−1 while ω0 ' 3.3s−1. Indeed, such
large |ε|-values already significantly reduce the potential cur-
vatures in some direction such that with increasing coupling,
one eigenmode eventually becomes unstable. This happens
when for ε(t) > ω0 the adiabatic eigenfrequencies of the lin-
earized Newton equation become imaginary during some time
intervals, see Fig. S3 below and its discussion in Sec. C 3.

Finally, we comment on the approximation by which we re-
placed the moments of interia J1 and J2 by their average, i.e.,
we neglected terms propotional to δJ = J1− J2. If we had
kept this term and employed the ansatz (B3), our Hamiltonian
would have acquired a non Hermitian contribution. Its size
might be reduced by a more sophisticated ansatz, but then the
modes would depend on the Jk and, thus, on the parameter
sets. For our LZSM-interferometry experiments, δJ � J1,2,
such that practical corrections are minor. In the case of our
Rabi experiments δJ ≤ 0.2J1,2, which is sufficient for the
weak couplings considered there.

Appendix C: Driven qubit dynamics

So far, we have shown that within the range of validity of
the rotating-wave approximation, the oscillations of our cou-
pled pendula have an envelope which obeys the Schrödinger
equation of the TLS. Next we turn to the particular case of a
periodically time-dependent interaction which maps to a time-
dependent TLS detuning ε(t) = ε0 +Acos(Ωt), while higher
harmonics do not play a relevant role. In this case the Hamil-
tonian in Eq. (B9) takes the form

H(t) =
∆
2

σx +
ε(t)

2
σz, (C1)

where we have added an irrelevant term proportional to the
unit matrix such that H(t) becomes traceless. In the following,
we review the typical quantum phenomena observed with this
Hamiltonian.

1. Rabi oscillations

The most prominent textbook example is the Rabi problem
found for resonant driving with frequency Ω ' ∆, small am-
plitude A� Ω,∆ and zero detuning, ε0 = 0 [7]. In this limit,
it is convenient to work in the eigenbasis of the undriven (here

uncoupled) system, henceforth denoted by a tilde, which cor-
responds to the basis of individual pendulum modes. Then the
Hamiltonian (C1) reads

H̃(t) =
∆
2

σz +
A
2

cos(Ωt)σx. (C2)

In the quantum optical context, this model describes atomic
transitions induced by irraditation with a laser that couples to
the dipole moment of the atom.

It is now convenient to transform the Hamiltonian via the
unitary S = e−iσzΩt/2 to a rotating frame, H̃ → S†H̃S− iS†Ṡ.
Sufficiently close to resonance and for small driving ampli-
tude, |∆−Ω| � Ω and A � Ω, one can neglect within a
rotating-wave approximation rapidly oscillating terms to find
the time-independent two-level Hamiltonian

H̃eff =
1
2

(
∆−Ω ΩR

ΩR −∆+Ω

)
(C3)

with the Rabi frequency

ΩR =
A
2
=

3µ0m2
l l2

l
πω0J0L5 '

3µ0m2
l l2

l
πMg2

ω3
0

L5 . (C4)

Hence, the occupation probabilities oscillate with the fre-
quency

Ωeff =
√
(∆−Ω)2 +Ω2

R . (C5)

The latter approximation assumes J0 = M`2 and ω2
0 = g/`

(mathematical pendulum), such that we can eliminate J0 '
Mg/ω4

0 . For resonant driving Ω = ∆, the resulting dynamics
consists of Rabi oscillations between the ground state and the
excited state with frequency ΩR with full probability transfer,
i.e., visibility ν = 1. Thereby, the lower frequency eigenmode
of the coupled pendula corresponds to the ground state of the
quantum mechanical TLS. Note, that in our Rabi-oscillation
experiments no upper magnets are present and, moreover,
A� ∆, such that also the effective static interaction derived
in Sec. A 3 is negligible, ε0 ' 0.

We used Eq. (C5) for the model data shown in Fig. 2c of
the main article plotting Ωeff(∆). In Fig. S2 we additionally
compare Eq. (C4) with the measured Rabi frequency while we
varied the pivot distance L and the average eigenfrequency of
both pendula. For the model curves we used the setup param-
eters listed in Tables SI and SII. The good agreement between
model data and theory in all three cases confirms the validity
of our approximations within the regime of small couplings
realized in our Rabi measurements.

2. Single Landau-Zener passage

The adiabatic eigenenergies of the Hamiltonian (C1) ex-
hibit an avoided crossing at ε = 0. For large driving ampli-
tudes A, a single traverse of such an avoided crossing is a
standard problem in time-dependent quantum dynamics. In
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Figure S2. Probing the magnetic dipole-dipole interaction on Rabi
oscillations (no upper magnets are used). The symbols are measured
Rabi frequencies while the straight lines are calculated with Eq. (C4).
The propotionality ΩR ∝ L−5 is a consequence of the interaction en-
ergy Gl in Eq. (A13). Model lines are calculated with material pa-
rameters listed in Tables SI and SII, there is no free fit parameter.
(a) Rabi frequency as a function of L−5 for varying pivot distance
L; (b) Rabi frequency as a function of L−5 f 3

0 for three different L
(as labeled) and varying f0 = ω0/2π , which is the average pendulum
eigenfrequency.

an idealized model, one linearizes the time-dependent detun-
ing to obtain ε(t) = vt with the sweep velocity

v =±Ω
√

A2− ε2
0 (C6)

at the crossing. Then the Hamiltonian can be approximated
by an idealized version with linearized time-dependence,

HLZ(t) =
1
2

(
vt ∆
∆ −vt

)
=

1
2
(vtσz +∆σx) . (C7)

Since the dynamics takes place close to the crossing, one may
extend the time range to infinity, which allows an analytic so-
lution. In 1932, Landau, Zener, Stückelberg, and Majorana
[8–11] in four independent works found that if the system at
time t =−∞ is in its adiabatic ground state, it will in the limit
t → ∞ occupy the excited adiabatic state with the so-called
Landau-Zener probabilty

PLZ = exp
(
−π∆2

2|v|

)
. (C8)

In particular for |v| � ∆2, the system adiabatically follows
the initialized ground state, while for |v| � ∆2, it non-
adiabatically switches to the excited state.

3. LZSM interference

A more recent topic in ac-driven quantum dynamics is the
behavior of a quantum system that is repeatedly swept through
an avoided crossing. Then each crossing acts as beam splitter
in energy space, such that one observes interference patterns
as a function of the average detuning ε0 and the driving ampli-
tude A [12]. Since the crossing condition ε(t) = 0 can only be
fulfilled for sufficiently large amplitude, A & |ε0|, a nontriv-
ial interference pattern is found in the triangle that meets this
condition during the modulation, cf. Fig. S3. We calculated
the interference pattern displayed in Fig. S3(a) based on the
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Figure S3. LZSM fan diagram presenting P+(ε0,A) computed (a)
with the linearized Newton’s equation and (b) with the slowly vary-
ing envelope approximation which has the form of a Schrödinger
equation. The dashed lines indicate A = |ε0|, below which the
avoided crossing at ε(t) = 0 is never reached during the modulation.

linearized Newton’s equation, while for the one in Fig. S3(b)
we used the Schrödinger equation (B9) which results from a
slowly-varying envelope approximation. The LZSM fan dia-
gram computed with Newton’s equation contains a clearly vis-
ible distortion for large values of ε0 and A, which is missing
in the corresponding calculation using the Schrödinger equa-
tion. These distortions are related with the reduced poten-
tial curvatures discussed in Sec. B 3 above. Moreover, in the
upper-right angle of Fig. S3(a), we observe a region of satu-
rate amplitude pointing to an instability. It emerges when the
coupling exceeds the pedulum frequencies, ε(t)& ω0 at least
at some instances of time, such that one eigenvalue of the lin-
earized Newton equation (Eq. (1) of the main text) becomes
imaginary. Both, the distortion and the instability pose a limit
to a one-to-one comparison between coupled pendula and a
quantum mechanical two-level-system.

We demonstrate a classical analog to a qubit within this lim-
itation [demonstrated by the differences between Fig. S3(a)
and Fig. S3(b)]. Beyond, we provide clear evidence for LZSM
interference in a macroscopic classical system. In quantum
systems, LZSM interference patterns of this kind have been
observed for the non-equilibrium population of superconduct-
ing qubit [13–18], the current through double quantum dots
[6, 19–21], and the response of a cavity coupled to a double
quantum dot [22–24].
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Figure S4. Determining the population dynamics from raw data. (a)
Measured horizontal positions (corresponding camera pixels) as a
function of time for both pendula during a LZSM experiment (gray).
Apart from an offset, they are proportional to the pendulum angles
used as labels in the figure. Individual oscillations are not resolved.
The quasistatic solutions (colored solid lines) are determined by ap-
plying a numerical low-pass filter to the raw data. (b) In-phase mode
ϕ+(t) = [ϕ1(t)+ϕ2(t)]/2 (gray) as determined from the raw data in
panel a after subtracting the ϕ

qs
k (t). The green line is the envelope

|Ψ+|. (c) Occupation probability P+ = |Ψ+|2.

Appendix D: Data analysis

1. Processing of experimental data

The dynamics of the pendula covers a broad spectrum of
time scales, dominated by the fastest one, the oscillation of
the pendula near their resonances with ω0/2π ∼ 0.5Hz. The
modulation of the interaction with a frequency Ω/2π ∼ 5mHz
defines a much slower time scale. A central quantity in our
experiments is the modulated interaction quantified by (Gu +
Gl)/2πω0J0. It defines the time scale of an envelope of the
pendula oscillations, which is slow compared to ω0. In case of
the Rabi experiments it is the smallest time scale, while in our
Landau-Zener experiments the modulation is the smallest time
scale. In both cases, the resulting beating dynamics can be
described by a Schrödinger-like equation and, consequently,
can be compared with the dynamics of a qubit.

In Fig. S4(a) we present the horizontal positions of both
pendula as a function of time directly measured with the line
scan camera visible in the background of Fig. S1. From these,
it is straightforward to calculate the deflection angles, ϕ lab

k , via
a geometric relation. The approximately 300 pendula oscilla-

tions with angular frequencies close to ω0 are not resolved in
Fig. S4(a), which spans a time duration of 10 minutes. We de-
compose these motions into the rapid oscillations ϕk, centered
at some unknown value ξk, which by and large is the adiabatic
equilibrium position ϕ

qs
k , i.e., we set

ϕ
lab
k = ϕk +ξk (D1)

with k = 1,2. The ϕ
qs
k (t) are shown as colored solid lines in

Fig. S4(a). Owing to the driving, they oscillate with the slow
modulation frequency Ω.

In a first step of processing the data, we determine ξk using
the fact that its dynamics is much slower than the bare pendula
oscillations. On the average, over a few periods of the pendula
oscillations, the ϕk(t) vanish, such that ϕ lab

k = ξk(t). Hence,
subtraction of this time average from the measured deflection
angles ϕ lab

k (t) yields the rapid oscillations

ϕk(t) = ϕ
lab
k (t)−ϕ lab

k . (D2)

Provided the well separated timescales, a convenient way for
performing the time average is a convolution of ϕ lab

k with a
Gaussian of width ∼ 10/ω0. Note, that the precise width is
practically irrelevant.

For our Rabi experiments we then continue analyzing ϕk
while for experiments in the Landau-Zener regime we con-
sider ϕ± = (ϕ1±ϕ2)/2. In Fig. S4(b) we plot ϕ+(t) deter-
mined from the raw data shown in Fig. S4(a). As the fast os-
cillations near ω0 are not resolved in this plot, the data appear
as a gray region with modulated height.

The envelope of this modulation, which is a consequence of
the driving, is |Ψ+|. To actually determine the envelope dy-
namics of ϕk(t), we square both sides of Eq. (B3) such that the
right-hand side becomes 2|Ψk|2 plus two terms that oscillate
with angular frequency 2ω0. These rapidly oscillating terms
can be removed by convolution with a Gaussian as described
above, which provides

2|Ψk(t)|2 = |ϕk|2, (D3)

where k = 1,2,+,−. Notice that with this procedure, we can-
not obtain the phases of Ψk, hence cannot determine |Ψ±|
from |Ψ1,2| or vice versa. Instead, both must be computed
from ϕk with Eq. (D3).

To emphasize the correspondence to the probability ampli-
tude of a qubit, in Fig. S4(c) we show the “occupation prob-
ability” P+(t) = |Ψ+(t)|2 normalized, such that P1 + P2 =
P+ + P− = 1. It visualizes the energy transfer between the
diabatic modes ϕ± for four subsequent passages through their
avoided crossing, while we modulated the magnetic coupling
between the pendula. The first pronounced step can be inter-
preted as a standard Landau-Zener transition, while the three
subsequent steps are heavily influenced by the phase develop-
ment between the pendula oscillations. In between the pro-
nounced steps occur oscillations on a faster time scale, also
visible in the individual pendula oscillations in Fig. S4(a). The
time scale of these beats corresponds to the (modulated) cou-
pling between the pendula. While the coupling clearly ex-
ceeds the modulation frequency in our LZSM experiments, a
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look at Fig. 2 of the main paper clarifies, that in the case of
Rabi experiments the modulation frequency exceeds the cou-
pling.

2. Effective two-level-system parameters

To obtain numerical data from the Schrödinger equation
(B9), we need to know the effective parameters of the driven
TLS, namely ∆, ε0 and A. While the frequency detuning fol-
lows readily from the oscillation frequencies of the uncoupled
pendula, ∆ = ω1−ω2, the interaction parameters A and ε0 re-
quire more effort. A straightforward but tedious strategy is
based on the Newton equation of the setup with all relevant
quantities such as the center of mass, the moments of inertia,
the distance between the pivots and the magnetic moments.
The effective TLS parameters can then be approximated via a
Taylor expansion at the equilibrium position.

An additional difficulty is related with our choice of using
magnetic dipoles to generate an interaction between the pen-
dula. On the one hand, it allows us to conveniently modulate
the coupling, on the other hand the dipole-dipole interaction
gives rise to higher-order terms in the expansion of the inter-
action potential, discussed above in Sec. A 3. For example,
in the absence of the upper magnets, Eq. (B6) predicts for the
TLS the driving amplitude Ã = Gl/ω0J0, where the tilde indi-
cates that we ignore the time-dependence of the potential cur-
vature as in Eq. (A12). Moreover, together with Eq. (A16), it
implies that the static TLS detuning ε0 (i.e. the time-averaged
coupling of the pendula) stemming from the third-order term
of the potential relates to the TLS driving amplitude according
to

ε0 =
5Ã2

4ω0
, A = Ã . (D4)

While this expression provides the correct order of magnitude,
comparison with our experimental data reveals that it overes-
timates ε0 substantially (by up to 40%).

To improve our prediction, we refine the above approach by
directly evaluating the effective interation G in Eq. (A16) to-
gether with the quasi static position (A17) without Taylor ex-
pansion of the denominator. For convenience, as in the Hamil-
tonian (C1), we express the interaction energy in terms of the
uncorrected TLS parameter ε̃(t) = G̃(t)/ω0J0, where we ap-
proximated the eigenfrequencies and moments of inertia of
the pendula by their averages ω0 and J0, respectively. Then
the quasi static position reads

δϕ
qs =

2F̃(t)/ω0J0

ω0−2ε̃(t)
, (D5)

while Eq. (A16), which expresses the effective G(t) in terms
of the uncorrected G̃(t), can be replaced by an improved rela-
tion between the effective interaction ε(t) and the uncorrected
interaction ε̃(t),

ε(t) = ε̃(t)
(

1− ll
L

δϕ
qs
)−5

. (D6)

If we again approximate the time dependence by its sym-
metrized form, ε(t) = ε0 +Acos(Ωt), we obtain the effective
parameters given by the first two Fourier coefficients of ε(t),
namely

ε0 =
∫ T

0

dt
T

ε(t), (D7)

A = 2
∫ T

0

dt
T

ε(t)cos(Ωt). (D8)

While the prediction of A and ε0 from Eq. (D6) surpasses
that of Eq. (D4), it still uses an expansion which looses accu-
racy with increasing coupling strength between the pendula.
To circumvent this problem, below we follow an alternative
approach, where we determine A and ε0 from the measured
dynamics. This experimental approach is still based on the
conjecture that the observed dynamics can be described by
the Schrödinger equation (B9) with ε(t) = ε0 +Acos(Ωt). In
the following, we describe three complementary methods by
which this task may be performed and explain, why the third
method provides the most accurate results.

a. Fourier analysis

A rather direct method to determine A and ε0 from measure-
ments is based on the Fourier spectra of the diabatic modes
ϕ± or, equivalently, Ψ±. It works best, if ε(t)> ∆ most of the
time such as in LZSM experiments. Then the Hamiltonian is
dominated by the interaction ε(t), while the detuning ∆ can
be neglected. Under such conditions, the mode Ψ+ remains
practically constant, such that its spectrum is dominated by a
sharp maximum at zero frequency. In contrast, the time evo-
lution of the out-of-phase mode is given by the phase factor
Ψ− = eiB(t), where Ḃ = ε(t). In Fourier space, it becomes the
integral

Ψ−(ω) =
∫

dt eiωt+iB(t) , (D9)

which we evaluate within the stationary phase approximation.
This means that we replace the integral by its contributions in
the vicinity of times at which the time derivative of the expo-
nent vanishes, i.e., when the equation ω =−Ḃ =−ε(t) is ful-
filled. As ε is bounded, the spectrum is essentially restricted
to the frequency range−max(ε)≤ω ≤−min(ε). The contri-
bution of each stationary point is proportional to

√
2π/ε̇(tn),

where ε̇ is the second time derivative of the phase in Eq. (D9).
This time derivative vanishes at the extrema of ε(t), such that
the Ψ−(ω) diverges at the margins of the spectrum. For the
assumed shape of the driving, we expect pronounced maxima
near −ε0±A.

There is no need to remove the phase factor e−iω0t as in
the ansatz (B3), because it only shifts the Fourier spectrum to
higher frequencies. Thus, in Fig. S5 we performed the anal-
ysis directly with the spectra of ϕ± measured for a typical
LZSM measurement. Thin lines correspond to the numeri-
cally Fourier transformed measured ϕ±. While ϕ+ yields a
peak at the already known value ω0, the spectrum of ϕ− is
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Figure S5. Spectrum of the in-phase and out-of-phase modes for a
typical LZSM experiment. The faint lines are the numerical Fourier
transforms of the raw data, while the thicker lines are the same data
but smoothened with a Gaussian of width σ = 0.025Hz. The maxima
marked by arrows allow us to roughly estimate the detuning ε0 and
the driving amplitude A as discussed in the text.

broadened due to the driving and develops a frequency comb
spectrum with two main maxima, one near ω0− ε0−A and a
second one near ω0− ε0 +A. To determine these maxima we
convolved the experimental spectra with a Gaussian resulting
in the fat lines. The positions of the maxima of the out-of-
phase mode provide a rough estimate of the parameters ε0 and
A.

Unfortunately, the positions of the maxima of the out-of-
phase mode spectrum are not exactly at ω0− ε0±A. In fact,
this Fourier analysis method to determine A and ε0 system-
atically underestimates A. In principle, this systematic error
could be corrected for in a calibration based on a comparison
with alternative methods discussed below.

b. Husimi analysis

The next method is capable of determining the full time
dependence of ε(t) by employing a phase-space method fre-
quently used for visualizing semi classical structures of a
quantum mechanical wave function ϕ(x). It consists of a map-
ping of ϕ(x) to a function Q(x, p), whose structure marks the
corresponding classical orbits (xt , pt). As such it provides the
momentum as a function of the position, p(x), with a resolu-
tion limited by the uncertainty principle.

Replacing the phase space coordinates (x, p) by time and
frequency, one obtains a mapping of a function of time,
Ψ(t), to Q(t,ω). Accordingly, Q(t,ω) provides the time-
resolved oscillation frequency ω(t). For a two-level system
described by the Hamiltonian (B9), the relevant frequency
scale is the splitting between the eigenmodes ω(t) = E(t) =√

∆2 + ε(t)2. Thus, while the time-frequency Husimi repre-
sentation of Ψ+(t) is constant at zero, that of Ψ−(t) traces the
adiabatic splitting E(t). In Fig. S6 we plot the Husimi repre-
sentation of the out-of-phase mode Ψ−(t) for the data shown
in Fig. S5.

The Husimi function can be defined as the modulus squared
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Figure S6. Husimi representation Q(t) (blue scale) of the out-of-
phase mode Ψ−(t) with its spectrum shown in Fig. S5. The average
(red solid line) provides an estimate of the time evolution of the split-
ting E(t) =

√
∆2 + ε(t)2. It’s maxima allow one to estimate ε0 and

A, see text.

of the overlap of a function with a wave packet centered at
position t and oscillating with a frequency ω ,

wt,ω(t ′) = exp
(
− (t− t ′)2

2σ2 − iωt ′
)
, (D10)

where the width σ shifts the uncertainty towards time (large
σ ) or frequency (small σ ). Thus, Q(t,ω) = |q(t,ω)|2, where

q(t,ω) =
∫

dt ′w∗t,ω(t
′)Ψ(t ′)

= e−iωt
∫

dt ′w∗0,ω(t− t ′)Ψ(t ′).
(D11)

The convolution form obtained with the second line is conve-
nient for the numerical evaluation, while the phase factor does
not affect Q(t,ω).

The interpretation by which we motivated the use of the
Husimi function becomes evident when one considers a func-
tion Ψ(t) = e−iE(t)t with some slowly varying function E(t),
such that dE/dt can be neglected. Evaluating the integral
in Eq. (D11) within steepest descent, we have to determine
the stationary points at which the t ′-derivative of the exponent
vanishes. Real and imaginary part of this condition read t ′ = t
and ω = E(t), which means that the structure of Q(t,ω) is
indeed dominated by the momentary oscillation frequency.

The price of the Husimi analysis are the fundamental re-
strictions of its resolution resulting in a broadening of E(t) in
time. As the Fourier analysis above, also this method is based
on the evaluation of a Fourier integral within a stationary-
phase approximation. As a consequence, it equally suffers
from an underestimation of the splitting E(t) and at its turn-
ing points and, hence, from an underestimation of A.

The main benefit of the Husimi analysis is its ability to
directly visualize the time evolution of the modulation of
the splitting E(t) and, hence, the time-dependent coupling
strength |ε(t)| =

√
E(t)2−∆2, where the minimal splitting

is given by the frequency difference ∆.
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Figure S7. (a) Effective TLS modulation parameters, A(L) and ε0(L),
reconstructed from the LZSM dynamics without upper magnets for
modulation period T = 441s. The red circles result from the anal-
ysis of the quasistatic solution ϕ

qs
1,2(t) using Eq. (D12), while the

solid lines corresponds to the numerical solution based on Eq. (D6).
The spectral analyses (Fourier or Husimi analyses, not shown) yield
comparable results within their respective accuracies. (b) LZSM in-
terference pattern (gray scale) adopted from Fig. S3b calculated with
the Schrödinger equation. The red circles depict A(ε0) without up-
per magnets determined from pairs of data points shown in panel a
with varying L, the solid line shows the according prediction. Other
symbols show A(ε0) for measurements with constant L = 217mm
(squares) or L = 246mm (triangles) while we varied the distance Lu
between the now present upper magnets.

c. Analysis of the quasistatic solution

To overcome such uncertainties, in our third method we de-
termine ε0 and A directly from the measured quasistatic solu-
tion ϕ

qs
1,2(t) discussed in Sec. A 2. It can be directly measured

by rotating a magnet without exciting the pendula otherwise,
such that ϕ1,2(t) = ϕ

qs
1,2(t). Alternatively, as Ω� ω0, one can

extract ϕ
qs
1,2(t) with high accuracy from measurements with

oscillating pendula by applying a digital lowpass to separate
the quasistatic dynamics from ϕ1,2(t), cf. Sec. D 1. Based on
our approximation ε = ε0 +Acos(Ωt) we determine the ex-
treme values εmin and εmax and use

A =
1
2
(εmax− εmin)

ε0 =
1
2
(εmax + εmin) .

(D12)

∆ = 2π ×24mHz
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Figure S8. Avoided crossing formed by the eigenfrequencies of the
coupled pendula calculated for the detuning of f1 − f2 = 24mHz.
The solid lines are computed with the linearized Newton’s equations,
the dashed lines are the eigenvalues of the Schrödinger equation. The
inset displays the full spectrum of Newton’s equations, including the
negative eigenvalues.

The symbols in Fig. S7(a) present the modulation parameters
ε0 and A of the effective TLS as a function of the pivot dis-
tance L determined from a series of experiments without upper
(static) magnets using Eq. (D12). The solid line corresponds
to the numerical solution based on Eq. (D6). The agreement
is excellent for L & 220mm, while for smaller distances we
find noticeable deviations. They indicate, that for our stronger
couplings a quantitative derivation of the interaction param-
eters of the effective TLS from the nonlinear dipole-dipole
interaction has its limitations. For this reason, we use the ex-
perimental values ε0(L) and A(L) for our further analysis.

In Fig. S7(b) we present as a grayscale the LZSM inter-
ference pattern already shown in Fig. S3(b), which we cal-
culated numerically based on the Schrödinger equation. On
top we plot the values of A(ε0) determined from our experi-
ments as symbols. The open circles correspond to the ε0(L)
and A(L) values shown in Fig. S7(a) for the case of no upper
magnets. The solid line behind these points is the prediction
based on Eq. (D6) and corresponds to the solid lines in Fig.
S7(a). Triangles and squares show experimental values for
measurements including upper magnets. In these experiments
the distance between the pivots was constant while the dis-
tance between the upper magnets was varied. These A(ε0)
curves are the basis for the comparison of the measured and
predicted LZSM interference patterns presented in Figs. 4c
and 4d of the main article.

d. Consistency of our approximations

Our approximations are based on the following concept:
Small oscillations of a classical many-body system can be
described by a linearized equation of motion of the form
Mẍ = Vx, where the coordinate vector x consists of all de-
viations from the equilibrium position. The symmetric matrix
V contains the potential curvatures, while M is the diagonal
matrix of the masses of each particle. Since the masses are
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positive, M1/2 is real valued, such that the equation of mo-
tion can be written as ÿ = −Qy with the symmetric matrix
Q = M−1/2V M−1/2, which has real and non-negative eigen-
values (see Ref. [1] or another text book on classical mechan-
ics). Their square roots are the eigenvalues of the linearized
equations of motion and are shown in the inset of Fig. S8.

As a consistency check for our mapping to a Schrödinger
equation we verify that its spectrum corresponds to the one
of the linearized classical equation of motion. Since we ne-
glect the lower half of the spectrum in the rotating-wave ap-
proximation, our results compare to the positive eigenfrequen-
cies of Newton’s equation. In addition, our ansatz (B3) cor-
responds to a gauge transformation that shifts the eigenfre-
quencies by −ω0. Hence, the spectrum predicted by our
Schrödinger equation shifted by ω0 finally corresponds to the
positive eigenfrequencies of Newton’s equation. In the main
panel of Fig. S8 we present both spectra in direct comparison
in the absence of the driving. For sufficiently small interaction
ε our mapping is accurate. We expect, that the mapping works
equally well for our driven experiments, as we consider slow
driving with Ω� ω0.

Appendix E: Experimental setup and methods

For visualizing the coherent wave mechanics equivalent to
the dynamics of an individual qubit, macroscopic pendula
have decisive advantages. First, in contrast to nanoscale de-
vices, our pendula are large and have a slow clock speed, such
that their dynamics can be observed with bare eyes. Second,
the time evolution of a classical and macroscopic device can
be obtained from one single experiment, while quantum- or
nanosystems require many repeated measurements at various
times. A drawback of our macroscopic pendula is, that a con-
tinuous modulation of the eigenfrequencies, corresponding to
the energy detuning typically modulated in a qubit, is virtu-
ally impossible. It would require moving a weight smoothly
up and down, for some measurements along the full length of
a pendulum rod while it is oscillating. Therefore, in our ex-
periments we keep the frequency detuning fixed and instead
modulate the coupling between the pendula. Modulating the
detuning or the coupling are mathematically equivalent op-
tions, which can be demonstrated by performing a unitary ba-
sis transformation in Sec. B 2. The in-phase and out-of-phase
modes of our coupled pendula then correspond to the diabatic
(or localized) states of a qubit, while the individual pendula
eigenfrequencies correspond to its adiabatic eigenstates, cf.
Table I in the main article.

In order to be able to modulate the coupling, we replace the
usual spring connecting both pendula by permanent magnets
connected to each pendulum. We then modulate the coupling
by rotating one of the magnets with a constant angular fre-
quency. The setup is presented in Fig. 1 of the main article
and can be experienced in the attached movie. Our magnets
are cubicles of pressed neodymium powder coated with nickel
bought from Webcraft GmbH (www.supermagnete.de).

1. Details of the setup

Each pendulum consists of a one meter long stainless steel
rod with a diameter of 12 mm, extended at the bottom end
with a stainless steel thread and a hollow polyethylen housing
containing AA batteries, which can drive a linear rotating mo-
tor via a simple circuit board. Two cubic neodymium magnets
with 28 mm edge length are glued to the axes of each motor.
In the experiments discussed here, we rotate one of the two
magnets with constant angular frequency. At a distance of
0.513 m above them are two smaller magnets fixed by plastic
screws inside plastic cylinders [red in the photograph in Fig.
S1(b)] to the rods. These magnets can be moved horizontally
inside the cylinders. Brass nuts fixed to the opposite ends of
the cylinders function as counter weights to balance the cen-
ter of masses of the pendula within the respective rods. Heavy
brass cylinders (2.14 kg) are screwed onto the threads attached
to the pendula. The vertical positions of these weights serve
for adjusting the resonance frequencies of the individual pen-
dula. The overall weight of each pendulum is 4.242 kg. In
our experiments the air friction can be neglected compared to
the friction of the pivots and the damping related to magnetic
induction. The frame supporting the pendula is built from
hollow aluminum bars, while the pendula are fixed via their
pivots to a massive pair of stainless steel beams spanning the
top of the frame. The pivots are professional pendulum clock
pivots based on leaf springs provided by the company Erwin
Sattler GmbH & Co. KG. Due to their plate geometry the leaf
springs strongly suppress unwanted pendula motions others
than oscillations in the x-y plane. The pivots quality is essen-
tial for providing high enough and stable quality factors. It
is important to run the experiment in a tranquil surrounding,
because in particular air flows and vibrations can cause un-
controlled phase shifts of the pendula oscillations. Therefore
we have placed the frame supporting the pendula on a mas-
sive granite plate in a separate and quiet room in the cellar of
the building. The coupling between the pendula is provided
by up to four magnets. It is modulated whenever one of the
lower magnets is rotated. At the high quality factors of sev-
eral thousands it is necessary to avoid even tiny contributions
to the coupling between the pendula mediated by the support-
ing frame. Initially this was a problem in our setup, which
we prevented by stiffening the frame by adding brackets in
its corners and by tightly fixing the frame at one side to an
approximately 0.5 m thick brick wall of the building.

2. Requirements, line width and strong coupling

For performing qubit simulating experiments, such as Rabi
oscillations or LZSM interferometry, the resonance frequen-
cies of the individual pendula have to be much higher than
both, the coupling constant and the frequency difference,
while the latter two must be highly tunable. At the same time,
the quality factor must be high enough to ensure that the cou-
pling strength exceeds the line widths of the eigenmodes by
far. Practically, it is desired that for the duration of the exper-
iment damping effects can be neglected, which is the case in
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Figure S9. Time evolution of ϕ1,2 for beating experiments with max-
imal repulsive (a) versus maximal attractive (b) couplings and the
corresponding resonant Rabi experiment with the coupling modu-
lated at the frequency Ω = ∆; L = 454mm, ∆/2π = 11.7mHz. (d–f),
Fourier transforms of the time evolutions shown in panels a–c.

our experiments and greatly simplifies the data analysis. The
strong distance dependence of the magnetic dipole-dipole in-
teraction provides the desired tunability of the coupling via
adjusting the mutual distances between the lower and the up-
per magnets. Further, rotating one of the magnets allows us
to modulate the coupling of the “qubit” analogue. The price
is a time dependent momentary equilibrium deflection of the
pendulum rods, which is discussed in detail in Appendix A.

If two magnets are moved with respect to each other, their
electric conductivity gives rise to eddy currents, which result
in the main damping mechanism of our coupled pendula, sim-
ilar to the functioning of an induction break. The damping
is weak, as the Q-factor of our coupled pendula still ranges
between 3000− 6000 depending on the average distance of
the magnets. With oscillation frequencies ω0/2π ∼ 0.5 Hz, it
allows us to observe the qubit equivalent dynamics for sev-
eral hours. More importantly, our large Q-factors allow us to
ignore damping effects within a limited time window δ t �
2πQ/ω0, which facilitates a one-to-one comparison with a
quantum mechanical two-level system.

To resolve the splitting of a two-level-system it needs
to exceed the line widths γ = ω0/2Q of the eigenmodes,√

∆2 + ε2 > γ . For our Q > 3000 we find γ < 0.6ms−1 in
our experiments. The splitting between the eigenmodes can
then be easilly resolved by using frequency detunings |∆|> γ .
Moreover, for coupled pendula with such a high Q-factor it is
straightforward to realize the so-called strong coupling regime
defined by ε > γ , which is reached in most of our experiments.

For achieving a meaningful comparison between our clas-
sical system and a qubit we require a clean separation be-
tween the individual pendulum frequencies and all other time
scales Ω,∆,A � ω0. We used the modulation frequencies
Ω/2π = 2.3mHz, Ω/2π = 7.1mHz or Ω/2π = 11.7mHz,
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Figure S10. Time evolution of ϕ± for beating experiments with max-
imal repulsive (a) versus maximal attractive (b) couplings and the
corresponding LZSM experiment with the coupling modulated at the
frequency Ω/2π = 2.27mHz; L = 240mm, ∆/2π = 6.2mHz. (d–f),
Fourier transforms of the time evolutions shown in panels a–c; for
the LZSM experiment the Fourier transform in panel f corresponds
to five full periods of the modulation, while panel c shows only one
period.

modulation amplitudes of the coupling between 0.7mHz .
A/2π . 43mHz, and frequency detunings |∆|/2π ≤ 5mHz.
To adjust the latter, we re-positioned 2 kg weights along the
pendulum rods.

Appendix F: Measurement regimes

1. Rabi experiments

Rabi oscillations can be observed in the limit of small cou-
plings and if the much larger frequency detuning is similar
to the modulation frequency, ∆ ∼ Ω� ΩR = A/2, cf. Sec.
C 1. For simplicity we performed our Rabi experiments with-
out upper magnets, such that (for small couplings) A ' εmax.
Practically, our modulation frequencies of a few mHz dictate a
range of useful frequency differences ∆ and couplings A < ∆,
the latter being controlled by the distance L between the piv-
ots.

In Figs. S9(a) and S9(b) we present the deflections of both
pendula ϕk(t) for beating experiments without driving (A = 0,
ε = εmin or ε = εmax) for the two extreme coupling cases with
the magnets aligned either antiparallel for maximal repulsion
or collinear for maximal attraction, where the pivot distance
L = 454mm corresponds to a small coupling. To initialize
each measurement, we deflected just one of the two pendula,
the one corresponding to the red lines. The energy transfer be-
tween the two pendula is clearly incomplete owing to the finite
frequency detuning, ∆/2π = 11.7mHz, while the beating fre-
quency is

√
∆2 + ε2/2π '∆/2π . The latter corresponds to the
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difference between the respective eigenfrequencies, directly
visible in the Fourier spectra shown in Figs. S9(d) and S9(e).
The spectrum of the pendulum that was initially not deflected
(blue) clearly contains two maxima, where the frequency of
the smaller peak coincides with the main maximum of the ini-
tially deflected pendulum (red). This indicates a finite mixing
between the states represented by ϕ1 and ϕ2, which are not the
exact eigenmodes because of the coupling between the pen-
dula. Note, that the eigenfrequencies are slightly smaller for
the attractive interaction as compared to the case of repulsive
interaction.

In Fig. S9(c) we present the corresponding resonant Rabi
experiment with identical parameters as above but the cou-
pling being modulated with the angular frequency Ω = ∆.
In this case, the initial beating experiments mark the turn-
ing points of the modulation of the coupling during the Rabi
experiment. The energy transfer between the two pendula is
now complete but happens at the Rabi frequency ΩR/2π '
0.7mHz, hence the initially postulated condition ΩR � ∆,Ω
is fulfilled.

The Fourier spectra of the Rabi experiment in Fig. S9(f) re-
veal two main peaks and four side peaks for each pendulum.
The main peaks are splitted by the (effective) Rabi frequency
in Eq. (C5). The much smaller side peaks, each of which
is equally split by the (effective) Rabi frequency, are higher
order components split off by multiples of Ω from the main
peaks. In the resonant case Ω = ∆, the frequency values of
the Fourier components of both pendula coincide, in the non-
resonant case they would be displaced by Ω−∆. Note that the
higher order components in the Fourier spectra are responsi-
ble for the weak stepwise modulation with frequency Ω of the
occupation of the pendula, which are weakly visible in Fig.
S9(c).

2. LZSM experiments

For a direct comparison with the small coupling regime of
Rabi experiments we perform similar measurements within
the regime of LZSM experiments at much larger modulation
of the coupling with A > Ω. We consider measurements for
L = 240mm, ∆/2π = 6.2mHz, Ω/2π = 2.27mHz and a siz-
able ε0 realized by including upper magnets. For such large
couplings (A, |ε0| � ∆) the diabatic modes ϕ± approximately
correspond to the eigenmodes. Hence, in Fig. S10 we now
plot ϕ±. The beating experiments, which we again performed
for collinear versus antiparallel magnets, summarized in the
upper four panels of Fig. S10 reveal the expected much larger
range of couplings compared to the Rabi experiment. The
very different beating frequencies for attractive versus repul-
sive interactions point to a sizable ε0. Note, that the frequency
(main component of Fourier spectrum) of ϕ+ is almost identi-
cal for repulsive versus attractive coupling (blue in Figs. S10d
and S10e), while the frequency of ϕ− (red) varies by roughly
20 %.

The LZSM experiment, presented by its first avoided cross-
ing in Fig. S10(c), shows the expected energy transfer be-
tween the in-phase and out-of-phase modes near the avoided
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Figure S11. Avoided crossings (solid lines) with Fourier compo-
nents of beating experiments (blue squares, Ω = 0) and main Fourier
components of modulated experiments (red circles, ε = ε0). (a)
Rabi experiment for f1 = 0.53335Hz, f2 = 0.52165Hz, L = 454mm
and Ω/2π = 11.7mHz. (b) LZSM experiment for f1 = 0.5290Hz,
f2 = 0.5228Hz, L = 240mm and Ω/2π = 2.27mHz.

crossing. The additional faster beats vary in frequency related
with the time dependence of ε . The Fourier spectrum plotted
in Fig. S10(f) comprises five modulation periods. It reveals
that the in-phase mode stays at the frequency of the beating
experiments, while the out-of-phase mode contains frequency
components spanning a slightly larger region than that be-
tween the out-of-phase mode frequencies of the beating ex-
periments. Note, that the apparent splitting, say δω , of the in-
phase mode ϕ+ in the Fourier spectrum of the LZSM exper-
iment resembles a slight difference between the frequencies
that the in-phase mode has between attractive versus repulsive
beating experiments. As a result, the the out-of phase mode
spectrum is composed of two copies of a frequency comb with
the same relative shift δω , each one characterized by equally
spaced peaks separate by the modulation frequency Ω.

3. Avoided crossings for Rabi versus LZSM experiments

Figure S11 summarizes the main components of the Fourier
spectra of the experiments presented in Figs. S9 and S10 and
thereby visualizes the vastly different experimental regimes
realized in a Rabi experiment, where A < ∆, versus a LZSM
experiment with A� ∆.

To highlight the differences between the regimes of the
Rabi versus LZSM experiments, in Figs. S11(a) and S11(b)
we plot for the Rabi versus LZSM experiments shown in
Figs. S9 and S10 the relevant regions of the avoided crossings
predicted for the measured frequencies by the Schrödinger
equation (for the time independent quantum mechanical two-
level system). The blue squares indicate the components
of the respective Fourier spectra of the beating experiments,
where we determined the values of ε using the eigenvalue
equation ω± = 1

2 (−ε ±
√

∆2 + ε2). The red circles in Fig.
S11(a) indicate the four main components of the Fourier spec-
tra of the Rabi experiment in Fig. S9(f), where we used
ε = ε0 ' 0 for simplicity. The line of red circles in Fig. S11(b)
indicates the range of the frequency comb of the Fourier spec-
trum of ϕ− of the LZSM experiment, cf. Fig. S10(f), where
we again used ε = ε0 for simplicity.

Clearly, for the presented Rabi experiment in Fig. S11(a),
ε0 ' 0 and A� ∆, while for the LZSM experiment in Fig.



14

S11(b), both ε0,A > ∆. This depicts the main difference be-
tween the two regimes.

Appendix G: Notations, units and magnitudes

Tables SI–SIII below summarize the variables as well as
their magnitudes used in the main text and in the supplement.
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Table SI. Variables of individual pendula

variable, definition explanation values

ϕ1,2 deflection angles of individual pendula |ϕ1,2|< 0.8◦ ' 0.014rad
M overall mass of each pendulum 4.242 kg
g acceleration due to gravity in Munich (PTB table) 9.807232 m/s2

f1 | ω1 = 2π f1 resonance | angular frequency of pendulum 1 f1 ' (0.52−0.55)Hz
f2 | ω2 = 2π f2 resonance | angular frequency of pendulum 2 f2 = 0.52195Hz
lr1 = g/ω2

1 reduced length of pendulum 1 (0.818 - 0.912) m
lr2 = g/ω2

2 reduced length of pendulum 2 0.912 m
lc1 center of mass of pendulum 1 (distance from pivot) (0.754−0.841)m
lc2 center of mass of pendulum 2 (distance from pivot) 0.841 m
J1 = Mlc1lr1 moment of inertia of pendulum 1 (respective pivot) (2.619 - 3.254) kg m2

J2 = Mlc2lr2 moment of inertia of pendulum 2 (respective pivot) 3.254 kg m2

Q1,2 quality factor of individual uncoupled pendula 9500−10500

The following distances are equal for both pendula:
lp distance between pivot and point of measurement 1.053 m
ll distance between pivot and center of lower magnet 1.148 m
lu vertical distance between pivot and center of upper magnet 0.635 m

Table SII. Variables related with the coupling between the pendula

variable, definition explanation values and units

ϕ± = (ϕ1±ϕ2)/2 in-phase — out-of-phase mode < 0.8◦

L distance between pivots, i.e., lower magnets for ϕ1 = ϕ2 = 0 (0.205−0.454)m
ml magnetic moment of each lower magnet 25.37 Am2

Lu distance between upper magnets for ϕ1 = ϕ2 = 0 (0.105−0.168)m
mu magnetic moment of each upper magnet 6.544 Am2

J0 = (J1 + J2)/2 mean moment of inertia ' 3 kg m2

ω0 = (ω1 +ω2)/2 mean angular frequency of both pendula (3.28−3.37) s−1

∆ = ω1−ω2 angular frequency difference (0−29) ×10−3s−1

ε = G/ω0J0 coupling constant (−0.4−1.3) s−1

G(Gl,Gu) effective potential curvature (see Sec. A 3)
Gl = 6µ0m2

l l2
l /πL5 interaction energy between lower magnets (0.1−5.6) J

Gu = 6µ0m2
ul2

u/πL5
u interaction energy between upper magnets (0.31−3.2) J

Q quality factor of coupled pendula (for realized range of L) 3000−6000

Table SIII. Additional variables related with the modulation of the coupling

variable, definition explanation values and units

2π/Ω period of magnets’ rotation 85.5 s, 141 s, 441 s
ε(t) = ε0 +AcosΩt modulated coupling constant (linear approximation) [(−0.4) − (+1.3)] s−1

ΩR = Gl/2ω0J0 = A/2 rabi frequency for ΩR� ω0,∆ and if only lower magnets are used (4.5−265) ×10−3s−1

PLZ = exp(−π∆2/2|v|) Single passage Landau-Zener probability 0−1

v = dε(t)
dt

∣∣
ε=0 =±Ω

√
A2− ε2

0 Speed of driving at avoided crossing at ε = 0 (±0.0027−±0.0300) s−2

P0 Initial probability to occupy in-phase mode 0−0.2
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